Measuring the Heterogeneity of Cross-company Dataset
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ABSTRACT

As a standard practice, general effort estimate atsodare
calibrated from large cross-company datasets. Hewyexany of
the records within such datasets are taken frompeoies that
have calibrated the model to match their own Igmaictices.
Locally calibrated models are a double-edged switivdly often
improve estimate accuracy for that particular oizmtion, but
they also encourage the growth of local biases.hShiases
remain present when projects from that firm areduisea new
cross-company dataset. Over time, such biases aompand the
reliability and accuracy of a general model derifienn the data
will be affected by the increased level of hetermty. In this
paper, we propose a statistical measure of thet drael of
heterogeneity of a cross-company dataset. In expetal tests,
we measure the heterogeneity of two COCOMO-bastaisels
and demonstrate that one is more homogeneous kieanther.
Such a measure has potentially important implicatifor both
model maintainers and model users. Furthermoreterdgeneity
measure can be used to inform users of the apptepdata
handling techniques.

Categories and Subject Descriptors
D.2.9 [Software Engineering]: Management — cost estimation,
time estimation

General Terms
Economics, Experimentation, Management

Keywords
Heterogeneous datasets, software effort estimagg@rameter
comparison, estimation model calibration.

1. INTRODUCTION

Obtaining an accurate estimate of software effodfigreat value
for project managers as well as other stakeholdBteh an

estimate can be used to appropriately arrange ugaotivities of

software development, as well as to allocate thalsie amount

of resources to these activities. However, obtgiram estimate
that is both accurate and reliable is a difficaltk. To address this
problem, many different software effort estimatimethods have
been proposed. These methods tend to fall intcethategories:

expert-based, analogy-based, and model-based @stima

Model-based estimation, as the name implies, maisesof a
mathematical model, such as COCOMO [3, 4], to peedeffort
estimates. This approach is also known as paramestimation,
as there are several variable parameters withimthael that must
be determined before that model is used. Initiglyg values of
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these parameters are often supplied by experthemtodel's
designers. The software engineering industry chenggdly, and
regardless of the model's accuracy, the parametised to
estimate projects from the previous decade ardelglio remain
relevant to modern projects. The regular re-calibnaof model
parameters, either through a series of new expednents or
through the use of an Ordinary Least Squares (QaSgd
method, ensures the reliability of a model’s estésa

The calibration of the general COCOMO model has wmith
several problems, the most major of which is th&sterce of
counter-intuitive — that is, negative — regressoefficients [4, 5,
6, 7]. Such coefficients make little logical or giaal sense; a
higher level of programmer capability (PCAP) letals decrease
in the calculated project effort, but a negativeftioient indicates
that higher PCAP, unreasonably, increases thet éfeel.

To adapt a general COCOMO model calibrated fromrass:

company dataset to the local environment of a @adr firm, it is

advised to locally-calibrate the general model, clhinvolves

tuning the two constants representing the overaltipctivity of

the firm [4, 5]. While the local model often proes more
accurate estimates for that company in the shom,tés long-

term use can be harmful. If local calibration ighiy effective for

a company, it logically follows that this companysactices
differ from the mainstream (that is, the averagecpices that can
be summarized from the general model) by some faignt

amount. In other words, firms that benefit fromdbcalibration

demonstrate a local bias. These firms may growesdnwith the

accurate estimates provided by their local modats] will be

unlikely to change their practices. Over time, eifeheir models
still provide accurate estimates, they will growrmanreliable.

We propose an approach to measuring the heterdgengi
COCOMO datasets by comparing the calibrated paemef a
cross-company dataset with a derived version of tetaset
where the effort values have been replaced witlsehgiven by
locally-calibrated models. This is because we belithat the
heterogeneity is aggregated into the estimate gbyerach local
model. By this comparison, we can calculate a measfl the
heterogeneity of the original dataset.

2. Related Work

There is a large body of work on comparing softwaffort
estimation models derived from within-company detsiswith
those derived from cross-company datasets. Kitciranét al. [1]
systematically reviewed 10 such papers with the afnueter-
mining under what circumstances estimation modets/ed from
cross-company datasets are as good as those dé&owvedvithin-
company datasets. It was only certain that modett/ed from



within-company datasets were significantly bettia{ is, more
accurate) than models derived from cross-compatasdts when
the within-company datasets were small (less tharpmjects)
and leave-one-out cross validation was used.

Jeffery et al. [2] compared the accuracy of esimmaimodels
derived from the ISBSG repository (a cross-compdataset)
with those derived from the dataset of an Austral@mpany
called Megatec (a within-company dataset). Theynébthat the
model derived from the within-company dataset wgsificantly
more accurate than the model derived from the ecosgppany
dataset. Several papers have supported this camelg8, 9],
while others have rejected it (see [1] for a conmlist).

Rather than pure model comparison, some authors fumused
on the preliminary analysis of datasets used tltan estimation
model. Kitchenham [11] proposed a procedure folyairey un-
balanced datasets, and helped to explain the iffsituation that
happened when COCOMO Il was initially calibrated. [Based
on forward pass residual analysis, the procedusatifies really
significant factors, and then produces a better @hodnother
paper by Liu et al. [10] proposed a rather genteimework for
preliminary analysis of cost estimation datasetintyshis frame-
work, analyst can systematically remove outliersl adentify
dominant variables.

In order to improve the accuracy of estimation ni®dkerived
from datasets with heterogeneous sources (suclneasSBSG
database), Cuadrado-Gallego et al. [12] proposedutomated
segmentation process that splits a single parameioidel into a
number of sub-models. However, the segmentatioa géneral
model will dramatically decrease the maintainapiliof the
general model over time, and lead to the lack cbmmon basis
for comparing estimates produced by different medeiants.

We focus on the task of measuring the pure levéledpérogeneity
in a cross-company dataset and what implicatiorth $etero-
geneity has for the life cycle management of costiels. Instead
of comparing estimation accuracy, we compare Gaidor para-
meters and come to a specific measurement.

3. RESEARCH METHOD

3.1 Overview

We first take the cross-company dataset, called dtiginal
dataset, and filter out any unusable within-compsutysets (those
with less than three projects are too small to made= of). Using
the slightly smaller original dataset, we build ecand, derived,
dataset as follows:

(1) The original dataset consists of several disjaitisets, each
consisting of records from a single organizatiore Wérive
a local model for each of those subsets througitreding
the A and B constants by the OLS method.

(2) For each project contained in a within-company skttave
calculate its effort estimate using the local moftel the
organization that contributes the project.

(3) Copy the original dataset, replacing the recordethizh
effort with the model's estimate. The derived detatiffers
from the original dataset only in effort values.

These two datasets (the original and derived dafagerm the
basis of the subsequent heterogeneity comparisenth@h repeat
the following three steps in sequence for bothstsa

(1) Randomly select about 90% of projects from thesidta

(2) Calibrate the parameters of a general model frolectesl
projects by the OLS method.

(3) Save all of the calibrated parameters as a newegleof a
predefined array. Each element is a set of valoesaf
calibrated parameters.

After a specified number of trials, we fill two ays of value-sets
for all of the calibrated parameters (one array geaset). From
another perspective, there are two arrays of vafeeseach

calibrated parameter. We regard each array asdamasample of
the same calibrated parameter. In other words, ctueally take a
pair of random samples for each calibrated paramBie means
of the statistical test defined in Section 3.4,de¢ermine whether
or not the difference of two means of a calibrapedameter is
equal to zero. The p-value of the statistical isstised as an
indicator of the difference.

Finally, we count the number of calibrated paramsetehose p-
values are relatively large, compared with oth&ke use the
proportion of calibrated parameters with small piea as a
positive indicator of the degree of heterogenéltyis provides a
guantitative measure of the heterogeneity of asccosnpany
dataset. The foregoing process is applied to b&tBAland USC
datasets. Since it has a parameter that spechiiestines of
repetition, this parameter’s value is varied inesrth test its effect
on the results of our measurement.

3.2 Datasets

We examine two datasets in this paper, and explaie varying

degrees of heterogeneity. The first is the NASA@8aset from
the National Aeronautics and Space AdministratidA$A). The

other is a subset of the COCOMO Il dataset fromUhéversity

of Southern California (USC). Both datasets use@ant of the
COCOMO software effort estimation model. Both camteffort

multipliers and the two COCOMO constants as vaeiapara-
meters, but the NASA dataset lacks scale factoemdBrs are
referred to Boehm [3] and Boehm et al [4] for dethidefinitions
of these effort multipliers and scale factors.

The software size is measured in KSLOC (thousaridgi€al line

of code), and the development effort is measureBNh (Person
Month). Table 1 compares some statistics for thensoe size

and development effort of these two datasets. imtéble, we see
that the NASA dataset has less variety than the d&@set.

Tablel Software sizeand development effort of NASA and

USC datasets
Software Size  Development Effort
NASA USC NASA usc
Mean 94.02 130.9 624.41 711.03
S.D. 133.6 236.23 1135.93 1519.3
Min 0.9 2.6 8.4 6
Max 980 1292.8 8211 11400

Projects of the NASA dataset are contributed byessvcenters
that are geographically distributed across the ddhitates, and
we treat each center as an individual company.|&ilpj projects
of the USC dataset are contributed by many org#ioizs, and we
treat each organization as an individual compahysT we divide



each dataset into several disjoint subsets whosgeqts are
contributed by the same company. Each whole dataseby
definition, a cross-company dataset, and each sublet of it
forms a within-company dataset.

3.3 Data Preparation

In the local COCOMO model, there are only two aalibd

parameters: A and B. In order to calibrate themtliy OLS
method from a within-company dataset, there mustdkess than
three projects in the dataset. As we need to fauitital model for
each within-company dataset, we have to excludsethwithin-

company datasets whose sizes are less than thppdyidg this
filter to NASA and USC datasets, we excluded oné¢hiv

company dataset from the former, and two withinpany data-
sets from the latter. As a result, 91 projectshef NASA dataset
are distributed among 4 within-company datasetd, H58 pro-
jects of the USC dataset are distributed amongifldnacompany
datasets. Within-company datasets range in siza 8do 39 for
the NASA dataset, and from 3 to 48 for the USC skita

3.4 Statistical Test

As a result of repeatedly calibrating parameteegheof these
parameters has two arrays of values (see Sectlgn@ne array is
from the original dataset, and the other is fromdbrived dataset.
Each array can be regarded as a random sampleeo$aime
calibrated parameter and each of its elements abservation of
the sample. Based on these observations, we canlatal the
sample mean and sample variance for hypothesiadest

We do not directly test the null hypothesis that ttifference
between two means of a calibrated parameter isldquaero.
Instead, we calculate the p-value of such a tesiclwis defined
by the following equations.

p=2x(1- PDE(2))

7= ﬂ, PDE(Z)
S +s
n
Z~N(01)

Where X and Y are the two sample means of a

Hz<Z

calibrated

parameter,Sf and 522 are the two sample variances of a cali-
brated parameter) is the number of observations in a sample,
Z is a random variable of standard normal distribytiand
PDFE denotes the Probability Distribution Function 4f.

Note that these two samples are of equal size ulsecae specify
the same number of trials for both datasets. Tiathie sample
size equals the times of repetition. We do notthsecommon t-
test, because it assumes that two distributions the same
variance, but we observe that the two sample veemmare quite
different. In the equation foZ , we replace the variances of the
two distributions with the sample variances respebt, simply
because the former is not available and the lddea good
approximation. For our hypothesis, a lower p-valuglies that

the two means of a calibrated parameter are moobapty
different from a statistical perspective.

3.5 Measure of Heterogeneity

For each of the calibrated parameters, we calctiatg@-values of
the statistical test defined in the previous sutisec There are
some calibrated parameters whose p-values arévedyasmaller
than others. We count the number of these smallpeg and
calculate their proportion with regard to total rhenof calibrated
parameters. This proportion is proposed as a peditidicator for
the degree of heterogeneity of a cross-companeiatéhe larger
the proportion is, the greater the heterogeneity.

Heterogeneity = S
n

Where, S denotes the number of calibrated parameters tast h
small p-values, and1 denotes the total number of calibrated
parameters.

Currently, we define a p-value as being small ifsitless than
0.025. The value is chosen because it is a comrhoice of
significance level for hypothesis testing, and étsaas a clear
boundary when the heterogeneity is calculated Hertwvo cross-
company datasets used in this paper.

4. RESULTSAND DISCUSSION

Two cross-company datasets are used in this p&pes.is the

NASA dataset, and the other is the USC dataset.apygy the

process summarized in Section 3.1 to each of tHatesets three
times, each time with a different value for the gmaeter that
specifies how many calibration trials are conducteding this,

we can see how the p-value derived from statistiesi varies
with this parameter.

Table2 Calibrated parameterswith large p-values

NASA uscC
Trials B VIRT MODP TEAM RUSE
36 0.5642 0.534 0.1477 0.1174 0.08853
48 0.5322 0.3397 0.1532 0.06147 0.1527

60 0.5247 0.4184 0.04999 0.02535 0.05405

Table 2 lists the exact number of p-value for thébcated para-
meters with large p-values. For most of these catidnl para-
meters, their statistical tests reject the null difgpsis (that the
difference between two means of a calibrated paemezero) at
a significance level of 0.05.

The USC dataset hassmaller proportion (2/25) of calibrated
parameters wittarge p-values, compared with the NASA dataset
(3/17). Therefore, the former hgseater degree of heterogeneity
than the latter. This result agrees with two charéstics of these
two datasets. And these two characteristics helpxmain why
the USC dataset has a greater degree of heterbge¢han the
NASA dataset.

(1) The USC dataset has a greater degree of varietyen
software size and development effort than the NAlaRaset
(see Table 1). These two attributes can substhntial

influence the values of calibrated parameters.



(2) There are merely 4 within-company datasets in tBA&SMN
dataset, but 14 within-company datasets in the d&@set.
It is usually true that a cross-company datasesisting of

more within-company datasets has a greater degfee o

heterogeneity.

However, these two intuitive characteristics camhetermine the
degree of heterogeneity. Suppose a large crossampmgataset
consists of many homogeneous within-company datagtetan
demonstrate great variety as long as all the witioimpany data-
sets demonstrate it, but little heterogeneity bélimeasured.

Before calibrating a general estimation model sasfCOCOMO
model, our method may be used to analyze the hyeeity of
the source dataset. Based on the results of asalysiser can
determine whether a cross-company dataset is apatepfor
calibrating a general estimation model. In manyesasfiowever,
model users and maintainers alike are restrictegh@t data they
have in their possession. If there is a high degfdeterogeneity
in the dataset, it is inadvisable to use the dasais.” Instead, one
approach suggested by Cuadrado-Gallego et al. ¢d@]ld be
used to form a segmented (composite) general nthdetonsists
of several sub-models, instead of using an ovdgitigleton)
general model that consists of a single equatioowever, this
approach cannot be applied to COCOMO, becauseeftsitibn
strictly stipulates that a single equation showddibed.

An open research question is the exact definitiosnmall p-value.
We suggest that a relative approach should be adofur

determining the appropriate level for small p-valbecause the
appropriate level largely depends on the method usealibrate
the general estimation model. In this paper, wel ke Ordinary
Least Squares method and assigned a level of @d0#tEe small
p-value. However, this is not universally approf@ia other
methods may require different levels for small jpuea

5. CONCLUSIONS

In this paper, we propose a method that statisticaimpares the
calibrated parameters of a general estimation modehe basis
of a cross-company dataset. The results of thigpenison can be
used to calculate the heterogeneity of this crosspany dataset.
We propose that the proportion of calibrated patarsewith
small p-values should be used as a positive innlic#tthe degree
of heterogeneity. The larger the proportion is, treater the
heterogeneity.

The ability to measure the heterogeneity of a @atass important
implications for both the maintainers of the geharadel and for
the organizations that typically employ locally-4éa models. By
using more homogenous datasets, general models bean
frequently re-calibrated with some expectationafiability. This
would ease the difficulty of maintaining such madehd would
help ensure that general models remain relevatiiedrequently
changing state of the software engineering field. nfore
homogenous general model, or even a method ofrdietieig the
heterogeneity of the data that was used to cafibtta¢ general
model, could then create a feedback loop whererganization
uses the more homogeneous general model to evoblee t
practices into proximity to the mainstream, whichtiirn would
help further homogenize the general model. Furtbeemsuch a
measure can be used to steer model users away dvently
heterogeneous datasets. Model users restricte@tevogeneous

datasets can make more informed decisions aboutdose their
data. Rather than using it “as is,’ they may elecuse a data
preprocessing technique to filter out some of thetogeneity.
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