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Abstract. Effective decision-making relies on well-organized discussions and 

seamless topic transitions. However, real-world discussions often suffer from 

inefficiencies such as unclear topic shifts or fragmented discussion, making it 

challenging to track discussion flow and participant influence. This study refines 

a novel Topic Change Indicator (TCI) metric for detecting topic shifts in real-

time. In contrast to traditional fixed segmentation methods, TCI dynamically 

adjusts analytical segmentations based on discussion intensity and structural 

changes, enabling more accurate segmentation. This study employs network-

based analysis with TCI, applying speaker networks to examine conversational 

dynamics and word co-occurrence networks to analyze topic evolution. This 

paper shows this framework’s ability to identify topic transitions and interaction 

patterns using discussion data from “12 Angry Men.” Future work in this Ph.D. 

research will extend its application to real-world discussions and aims to 

contribute to real-time discourse analysis by providing facilitators with 

quantitative insights into topic evolution and speaker influence. 

Keywords: text mining, network-based analysis, discourse analysis, topic 
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1   Introduction 

Effective decision-making relies on well-structured discussions; however, real-world 

conversations often suffer from fragmented discussion and ambiguous topic shifts. 

Topic modeling identifies latent themes by analyzing word frequency and co-

occurrence patterns. Building on topic modeling, discourse segmentation structures 

conversations into meaningful units using linguistic structures such as speaker 

transitions and syntactic structures. Discourse structure analysis further examines 

coherence, interaction patterns, and conversational flow to reveal the overall 

organization of discussions. Integrating these methods provides a more comprehensive 

understanding of discussions, supporting clearer and more effective decision-making. 
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  Efforts to enhance this integration have been made through advancements in 

argument mining and discourse segmentation. Argument mining identifies logical 

relationships between claims and supporting evidence using machine learning [1]. 

Discourse segmentation has evolved from fixed-length segmentation methods like 

TextTiling [2] to dynamic approaches such as RollingLDA [3], which adaptively 

capture discussion shifts. However, these methods remain largely constrained to pre-

recorded or non-interactive textual datasets, limiting their applicability to interactive or 

real-time discussions [4]. 

Network-based analysis has also emerged as a critical tool for discourse analysis, 

offering insights into linguistic structures and interaction patterns. Word co-occurrence 

networks facilitate topic modeling by capturing relationships between frequently co-

occurring terms, identifying topic emergence and shifts [5]. Community detection 

techniques, such as Louvain clustering, enable the identification of latent discourse 

structures and thematic clusters [6]. In addition, Social Network Analysis (SNA) 

techniques, including speaker interaction networks, analyze conversational dominance 

and networked argumentation patterns [7, 8].  

However, existing approaches face challenges in discourse segmentation and 

structuring. First, RollingLDA and other segmentation methods struggle to detect 

abrupt topic shifts in real-time, reducing their effectiveness in interactive discussions. 

Second, network-based analysis provides structural insights but often lacks integration 

with linguistic topic analysis, making it difficult to correlate discourse structure with 

thematic transitions. Finally, most existing techniques are designed for post-hoc 

analysis, limiting their application in real-time decision-making environments. A key 

challenge, as previously pointed out [9], is how to determine analytical segmentations 

that reflect discussion flow, as both linguistic-based topic analysis and network-based 

interaction analysis are more effective when applied to meaningful discourse segments 

rather than to the discourse as a whole. Thus, a more adaptive and integrative approach 

is needed to enhance discourse segmentation and enable real-time application. 

One possible approach to addressing this challenge is the use of the Topic Change 

Indicator (TCI), a quantitative metric for detecting topic shifts in discussions [10]. 

Unlike traditional fixed segmentation adjustment strategies, TCI dynamically adjusts 

segmentation windows, allowing finer segmentation adjustment during rapid shifts 

while maintaining broader segmentations in stable phases. Similar to RollingLDA, 

which models topic transitions over time, TCI provides adaptive segmentation. 

However, while RollingLDA relies on probabilistic topic distributions, TCI directly 

detects real-time shifts in discussion flow, enabling more precise segmentation in 

interactive settings. To further enhance segmentation accuracy, it is crucial to examine 

the calculation unit for TCI, such as utterance-based, sentence-based, time-based, word-

count-based methods, or potentially a combination of these approaches, which affects 

how TCI is computed and influences segmentation granularity. 

This Ph.D. research adopts the Design Science Research (DSR) methodology [11] 

to systematically develop and evaluate a framework for topic shift detection and 

discussion analysis. In this paper, the framework is validated with the script of the film 

“12 Angry Men,” where twelve jurors engage in a deliberation process to determine a 

verdict, focusing on refining TCI and examining its alignment with network-based 

discourse analysis. Future work in this Ph.D. research will extend its application to real-

world discussions to assess generalizability. 



2   Research Aims and Questions 

2.1 Research Aims 

This Ph.D. research aims to propose a novel framework integrating linguistic-based 

topic shift detection with network-based interaction analysis to enhance the accuracy 

of dynamic discourse segmentation and structuring. 

To achieve this, the Ph.D. research iteratively explores and implements methods for 

adjusting topic segmentation and interaction analysis within the framework by 

conducting empirical validation using comparative experiments and real-world 

discussions. By integrating topic segmentation with network-based analysis, this 

framework enhances the ability to model discussion structures by providing adaptive 

insights into discussion flow and topic shifts. Through the identification of key 

transitions, argumentation density, and speaker influence patterns, the framework aims 

to assist facilitators and decision-makers in managing discussions effectively. 

2.2 Research Questions 

This Ph.D. research is guided by four key research questions (RQs): 
 

RQ 1.  How can TCI be refined through calculation unit adjustments to enhance the 

accuracy of topic shift detection? 

RQ 2.  How can TCI-driven segmentation adjustment enhance network-based 

analysis of discussion structures? 

RQ 3.  How do topic shifts influence the progression of discussions and their impact 

on decision-making processes? 

RQ 4.  How can network-based approach integrating TCI be applied to real-world 

discussions to support facilitators and improve discussion structuring? 
 

RQ1 focuses on refining the TCI calculation strategy to improve topic shift detection 

accuracy, ensuring adaptive discussion structuring. Here, the calculation unit refers to 

the fundamental unit used to analyze topic shifts within discussions. Since different 

units affect segmentation granularity and sensitivity, this Ph.D. research evaluates their 

impact on TCI performance to identify the most effective approach. 

RQ2 examines whether TCI-driven segmentation adjustment enables more effective 

network-based analysis of discussion structures. It investigates whether dynamically 

adjusted analytical segmentation improves the identification of speaker influence 

patterns and topic evolution. Using network metrics such as centrality, connectivity, 

and modularity, this Ph.D. research evaluates how TCI-driven segmentation 

adjustments contribute to a more accurate representation of discussion dynamics. 

RQ3 examines how topic shifts impact discussion structures and decision-making. 

It assesses whether network-based analysis with TCI can identify key structural patterns, 

such as shifts in conversational focus, argumentation density, and engagement. 



Additionally, it evaluates how different topic shifts affect decision-making 

effectiveness, distinguishing between productive and ineffective discussions. 

RQ4 focuses on real-world applications of network-based analysis with TCI in 

meetings, workshops, and policy deliberations. It evaluates their effectiveness in 

capturing discussion flow, detecting key transitions, and supporting facilitators. This 

Ph.D. research also assesses whether real-time feedback improves discussion 

management and decision-making, ensuring adaptability across diverse environments. 

3   Theoretical Foundations 

3.1 Topic Change Indicator (TCI) Definition 

In our previous study [10], we introduced the Topic Change Indicator (TCI) to quantify 

shifts in discussion content over time. The detection of topic shifts is based on tracking 

variations in word usage patterns. A discussion can be represented as a sequence of 

utterances, where each utterance introduces new words or alters the frequency of 

previously used words. When a previously unused word appears or when the frequency 

distribution of existing words significantly shifts, it suggests that the discussion topic 

has changed. 

To quantify topic shifts, TCI relies on descending rankings derived from the term 

frequency-inverse document frequency (TF-IDF). This approach ensures that the 

significance of words within a discussion segment is measured dynamically. The key 

idea is to compare the ranking of words in consecutive discussion segments rather than 

simply tracking their frequency changes. This approach enhances robustness against 

repetitive word use, which does not necessarily indicate a topic shift. 

Formally, 𝑆𝑡 represents all sentences spoken up to break point1 𝑡. Furthermore, let 

𝑊𝑡  be the set of all words that appear in 𝑆𝑡 . The frequency of a word 𝑤 in each 

segment 𝑆𝑡, denoted as 𝑓𝑤,𝑆𝑡
, represents the number of times 𝑤 appears in 𝑆𝑡. Term 

frequency is computed as follows: 
 

tf(𝑤, 𝑆𝑡) ≔
𝑓𝑤,𝑆𝑡

∑ 𝑓𝑤′ ,𝑆𝑡𝑤′∈𝑊𝑡

 . (1) 

To account for the importance of words across multiple segments, inverse document 

frequency is defined as follows: 
 

idf(𝑤, 𝑆) ≔ log
card(𝑆)

card({𝑆𝑡 ∈ 𝑆|𝑤 ∈ 𝑊𝑡})
+ 1 , (2) 

 

 
1 A point in audio-based content where no voice input is detected for a certain period, or a logical 

segmentation of the text in text-based content. 



where card(∗) is the cardinality of the set *. TF-IDF, represented as tf-idf(𝑤, 𝑆𝑡 , 𝑆), 
can be calculated as the product of tf(𝑤, 𝑆𝑡) and idf(𝑤, 𝑆): 
 

tf-idf(𝑤, 𝑆𝑡 , 𝑆) ≔ tf(𝑤, 𝑆𝑡) ∙ idf(𝑤, 𝑆) . (3) 

 

TF-IDF(𝑆𝑖 , 𝑆𝑗) is the set of TF-IDF values of the words contained in 𝑊𝑖 and 𝑊𝑗: 
 

TF-IDF(𝑆𝑖 , 𝑆𝑗) ≔ { tf-idf(𝑤, 𝑆𝑖 , {𝑆𝑖 , 𝑆𝑗}) ∣∣ 𝑤 ∈ 𝑊𝑖 ∪ 𝑊𝑗 } , (4) 

 
𝐴 is a subset of real numbers and 𝑎 is an element of 𝐴. Then, rank(𝑎, 𝐴) denotes 

the descending rank of 𝑎 among all the elements in 𝐴, defined as follows: 
 

rank(𝑎, 𝐴) ≔ {
{𝑡ℎ𝑒 𝑑𝑒𝑠𝑐𝑒𝑛𝑑𝑖𝑛𝑔 𝑟𝑎𝑛𝑘 𝑜𝑓 𝑎 𝑖𝑛 𝑠𝑒𝑡 𝐴}, 𝑎 ∈  𝐴

0, 𝑎 ∉  𝐴
 . (5) 

 
Finally, the Topic Change Indicator (TCI) is defined as follows: 
 

TCI(𝑡) ≔
1

card(𝑊𝑡)
∑ |rank(tf-idf(𝑤, 𝑆𝑡 , {𝑆𝑡−1, 𝑆𝑡}), TF-IDF(𝑆𝑡 , 𝑆𝑡−1))

𝑤∈𝑊𝑡

 

−rank(tf-idf(𝑤, 𝑆𝑡−1, {𝑆𝑡−1, 𝑆𝑡}), TF-IDF(𝑆𝑡−1, 𝑆𝑡))| . (6) 

 
TCI(𝑡) is the sum of the change in TF-IDF descending rankings for all the words used 

between 𝑡 − 1 and 𝑡, divided by the number of words. 

To determine when a topic shift has occurred, a dynamic threshold is applied. Instead 

of using a fixed threshold, the mean and standard deviation of recent TCI values are 

used to establish an adaptive detection criterion. Let 𝑚𝑙,𝑡 and 𝑠𝑙,𝑡 represent the mean 

and standard deviation of the last 𝑙 TCI values up to time 𝑡. A topic shift is identified 

if the following condition is satisfied: 
 

TCI(𝑡) > 𝑚𝑙,𝑡 + 𝑘𝑠𝑙,𝑡  , (7) 

 
where 𝑘 is a sensitivity parameter. This method is based on the idea of the “three-sigma 

rule,” which considers values more or less than three times of standard deviation from 

the mean as outliers [12]. 

3.2 Network-Based Analysis for Discourse Analysis 

Network-based analysis provides a structural perspective on discussions by capturing 

participant interactions and topic evolution. Unlike purely linguistic approaches, 

network-based analysis examines relational dynamics between speakers and semantic 

connections between words, offering a complementary discourse analysis method. This 

Ph.D. research constructs and analyzes both speaker networks and word networks to 

investigate discussion structures and topic shifts. 



A speaker network is a directed graph where nodes represent participants and edges 

denote turn-taking interactions. If speaker A speaks after speaker B, a directed edge is 

drawn from B to A, mapping conversational flow and participant influence. Degree 

centrality measures engagement, betweenness centrality identifies intermediaries 

guiding topic transitions, and clustering coefficients reveal discussion subgroups. By 

correlating these metrics with TCI fluctuations, this Ph.D. research examines whether 

topic shifts align with changing speaker roles, such as rising influence from central 

participants or emerging conversational leaders. 

A word co-occurrence network captures structural relationships between co-

occurring words, identifying thematic clusters and topic transitions. Louvain 

community detection maps subtopics. Core-periphery analysis [13] differentiates stable 

from emerging topics and refines word co-occurrence networks by distinguishing 

between central and peripheral terms, allowing for a clearer representation of topic 

structures across segmentations. Unlike conventional word networks that include all 

words as nodes, which may lead to excessively complex and noisy representations, this 

method focuses on identifying the most structurally relevant terms. By tracking how 

core words evolve across segmentations, we can observe whether key discussion terms 

remain stable or shift in prominence, offering insights into topic progression. These 

techniques track how topic transitions occur and whether discussion fragmentation 

signals topic shifts. 

Integrating TCI with both speaker and word co-occurrence networks offers a multi-

dimensional framework for discourse analysis, linking linguistic topic shifts with 

interactional structures. In this framework, TCI captures real-time linguistic topic shifts 

while speaker networks, modeled as directed graphs of turn-taking interactions, offer 

insights into conversational dynamics and participant influence. Meanwhile, refined 

word co-occurrence networks, utilizing community detection and core-periphery 

analysis, reveal thematic clusters and transitions. This synthesis of text mining and 

network-based analysis establishes a theoretical foundation for understanding 

discussion structure and dynamic topic evolution. 

4   Research Approach 

 

Fig. 1 Research Approach. 



Fig. 1 illustrates the Ph.D. research overview, which integrates TCI-based topic shift 

detection, network-based discourse analysis, and segmentation adaptation to enhance 

discussion structuring. 

Addressing RQ1, this Ph.D. research evaluates the TCI calculation unit strategy to 

enhance detection precision. Optimizing the TCI calculation unit strategy improves 

detection accuracy and ensures more adaptive discussion structuring. 

For RQ2, discourse analysis with TCI-driven segmentation examines speaker and 

word co-occurrence networks. The comparison between fixed and TCI-driven 

segmentation assesses its role in discussion structure identification, such as topic 

transitions, interaction patterns, and argumentation flow. Speaker networks analyze 

conversational dynamics by measuring how participants interact and influence 

discussions, while word networks capture thematic structures by identifying clusters of 

co-occurring words, allowing for the tracking of topic evolution over time. 

To examine RQ3, the analysis focuses on how topic shifts influence engagement, 

argumentation density, and discussion structure. TCI-driven segmentation examines 

speaker interactions to identify speaker influence patterns and discussion flow, helping 

distinguish productive from ineffective topic transitions. The impact of segmentation 

adjustments on discussion coherence and decision-making effectiveness is assessed 

through network structural changes and engagement metrics. 

For RQ1 and RQ2, the framework is first validated using a segment of the script of 

the film “12 Angry Men.” To address RQ2, RQ3, and RQ4, the framework is applied 

to real-world discussion transcripts from workshops, meetings, and policy deliberations 

to assess generalizability. 

To evaluate RQ4, we follow three phases. First, post-hoc analysis retrospectively 

applies TCI and network segmentation to past transcripts. Next, a web application 

implementing the framework is tested in controlled discussions where participants 

engage in real-time debates with segmentation and network-based insights. Finally, the 

framework is deployed in live discussions, providing real-time segmentation feedback 

and network-based insights to enhance structured decision-making. By integrating 

network-based analysis with TCI, this Ph.D. research contributes to the development 

of a scalable, data-driven framework for discourse analysis. The iterative refinement 

ensures through empirical validation, bridging the gap between theoretical 

advancements with real-world applicability. 

5   Preliminary Results 

We show preliminary results validating the framework using “12 Angry Men,” 

examining TCI’s alignment with network-based discourse analysis. Fig. 2 illustrates the 

relationship between TCI shifts and structural transitions in discussion networks, as 

identified through Louvain clustering applied to word co-occurrence networks. The 

upper plot represents TCI variations, marking detected topic shifts (𝑘 = 2, 𝑙 = 4), 

while the lower plot maps the three most prominent cohesive word clusters, where 

marker size represents the relative occurrence of words in each cluster. This approach 

enables tracking of subtopic shifts by analyzing how word clusters shift over time, 

complementing TCI-based topic shift detection. Results indicate that TCI shifts often 



align with structural transitions in discussion networks. Frequent co-occurrences of TCI 

spikes and community shifts highlight their role as a quantitative indicator of topic shift. 

Time-based unit size significantly affects detection granularity—smaller units 

capture subtle shifts, while larger units smooth short-term fluctuations, emphasizing 

long-term trends. Dynamic TCI calculation unit adjustment enhances adaptability, 

making the framework suitable for structured and spontaneous discussions.  

Additionally, core-periphery analysis and Louvain clustering depend on parameters 

like k-core values and edge weight thresholds, which impact topic identification 

accuracy. Since manual parameter tuning is impractical, future work will focus on 

automated parameter optimization to ensure scalable and accurate segmentation. 

 

 

Fig. 2. TCI and Community Transitions in “12 Angry Men.” 

5   Research Schedule 

This Ph.D. research follows a three-phase approach under DSR: theoretical validation, 

experimental validation, and real-world application. In theoretical validation, the study 

utilizes discussion data from “12 Angry Men” to assess whether TCI can accurately 

detect topic transitions and determine the optimal calculation unit. In experimental 

validation, transcripts from formal discussions, such as those from the Environmental 

and Social Considerations Advisory Committee [14], are analyzed to examine the 

interaction between TCI and network-based analysis and to evaluate their effectiveness 

in understanding discussion structures. In real-world application, a controlled 

experiment will compare discussions with and without support, alongside real-time 

facilitation in actual decision-making settings to evaluate its effectiveness.  

Additionally, multimodal analysis, incorporating facial expression recognition and 

speech sentiment analysis [15, 16], will be introduced to assess the impact of non-verbal 

cues on discussion flow and engagement. However, real-time application of network-

based analysis remains largely unexplored, presenting a key challenge in this research. 

By conducting stepwise validation under the DSR framework, this study aims to 

enhance the feasibility of real-world implementation.  
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